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Abstract

Behavioral economics has become an important part of the economics
profession. As a subfield, it tries to make sense of persistent violations of
the standard model for economics. The major classes of violations in-
volve social preferences (taking the well-being of others into account),
time discounting (inconsistencies in valuing present and future com-
modities), and context (the effects of framing). Other violations in-
volve well-known psychological heuristics such as overconfidence, con-
straints on strategic reasoning, emotions, and status differentials. These
concepts are discussed in separate sections, and key experimental and
empirical studies are noted.
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INTRODUCTION
My long-time coauthor Catherine Eckel (who
is an economist) tells me that “behavioral
economics” is all about bringing humans back
into economics. By humans she means at-
tributes of people that are due to human genetic
make-up, are embedded in our psychology,
and are part of the long-term socialization
processes. Betsy Hoffman (an economist who
is a mutual friend), in a like-mannered way,
characterized game theory as a wonderful
theory of autism in which individuals think
deeply and strategically about how they would
play perfectly foresighted rational actors like
themselves. But this means game theory is
an analytic model of computationally intro-
spective individuals who give little thought
to the social world. Elinor Ostrom, in her
Presidential Address to the American Political
Science Association in 1997, cautioned the
profession about elegant models that failed
to make use of new findings in genetics and
neuroscience, which pointed to systematic
human biases leading to out-of-equilibrium
predictions. She called on the profession to use
such findings to better inform our theoretical
models (Ostrom 1998). All these women make
the case that to understand social behavior we
need to account for social beings.

Behavioral economics has made enormous
inroads into economics over the past two
decades. It has established itself in the pro-
fession and has evolved a great deal since
Camerer’s (1997) call for action. Today there
are popular books on the topic (Akerlof
& Shiller 2009, Thaler & Sunstein 2009),
businesses consult behavioral (and neuro-)
economists to determine product placement,
the Obama administration has appointed
one well-known advocate (Cass Sunstein) as
Administrator of the White House Office of
Information and Regulatory Affairs, and the
journals are filled with research under titles
containing “behavioral economics.”

Twenty years ago it would have been
possible to thoroughly survey this growing
field. Ten years ago the field was beginning
to boom and a thorough survey would have

been difficult. Today the field is enormous and
I make no claims at giving it full treatment.
Instead I focus on several topics that in which
behavioral economics can claim successes—
topics for which there have been breakthroughs
and that have spawned new research areas. At
the same time, I have selected the topics that
will most resonate with areas of interest for
political scientists. What I do not want to do
is leave the impression that standard rational
choice or game theoretic models have been
supplanted. They have not. Such approaches
to modeling strategic behavior remain valuable
and provide considerable insight. As Ostrom
(1998) notes, these models perform well when
there are many actors (e.g., markets, elections),
and where they begin to break down is when
aspects of human behavior are not accounted
for by the simplifying assumptions of our mod-
els. This means we need a different modeling
strategy, not a rejection of modeling itself.

What properly constitutes behavioral eco-
nomics is disputed. As in any growing field, di-
visions appear and seemingly fine distinctions
are made. Khalil (2009), in his introduction to
a three-volume collection of classic papers on
behavioral economics, differentiates between
those who are tinkering with the “objective
function” (making assumptions about prefer-
ences) and those who are inserting heuristics
into models. The former tackles the question
of preferences directly. The latter harkens back
to an older tradition of bounded rationality in
which actors face cognitive costs that can be
handled in much the same way as moving a
budget constraint for an actor with fixed utility
functions. In this sense, the division is between
those who are trying to fundamentally revise
the standard toolbox and those who are simply
importing psychology into economics.

For those wanting to delve deeper into
the topic, Advances in Behavioral Economics
(Camerer et al. 2003) is a good place to start.
This collection of 18 articles, originally pub-
lished elsewhere, sketches the landscape of be-
havioral economics. In conjunction with the
book, it is instructive to read its reviews, as they
detail the concerns held by the profession (see
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particularly Harrison 2005, Fudenberg 2006,
and Pesendorfer 2006). For those wanting to
push even further, there is the three-volume
collection of articles by Khalil (2009). There
are also numerous overviews of the literature
that are geared for economists (see for example
Camerer 1997 or DellaVigna 2009).

Generally, three major topics catch the at-
tention of behavioral economists: social pref-
erences, time discounting, and context. These
are at the core of understanding preferences,
and in this review I spend some time on each. A
fourth topic pertains to psychological heuristics
and has also been prominent in behavioral eco-
nomics. Much of what has driven research on
all of these topics comes from the experimen-
tal economics tradition, and this is what I best
know. Throughout my discussion, I point to
classic experiments that drove subsequent work,
and I provide examples of new research that is
carrying forward the work.

SOCIAL PREFERENCES

A rich area of research has focused on “other-
regarding preferences.” This work in eco-
nomics has made inroads into political science,
so I spend a great deal of this article discussing
it. Standard game theoretic models start with
axioms long ago presented by Luce & Raiffa
(1957) (among others) stating that interper-
sonal comparisons are irrelevant in strategic
choice. This seemed reasonable in that actors
should care about their own utility and not that
of their opponent in a game. This made most
problems tractable. Yet a set of canonical ex-
periments showed that subjects pay attention
to something other than their own earnings,
and this presented an increasingly interesting
puzzle for theorists. I discuss four canonical
games: the ultimatum game, the dictator game,
the trust game, and the public goods game.
(For excellent surveys of these canonical games,
see the review articles in Kagel & Roth 1995,
Camerer 2003, and a forthcoming second edi-
tion of Kagel & Roth 1995.) In this article, I
point out several basic findings and what these
meant for other-regarding preferences. I then

return to a variety of models that have been pro-
posed to add consideration of other people into
standard utility theory.

The Ultimatum Game

The ultimatum game is a very simple two-
person bargaining game. Player A is given
an amount of money to split with player B.
Player A announces the split, and B can accept
or reject the proposed division. If accepted,
the division is implemented and both parties
go on their way. If rejected, both parties get
nothing. The division is proposed only once
(an ultimatum) and both parties know this.
The theory is straightforward. In equilibrium,
A will offer the smallest possible amount. B will
accept whatever is offered, since any positive
amount is preferred to zero. No positive
amount proposed by A should ever be rejected.

In the first experiment to test this con-
cept, Guth et al. (1982) found two peculiar
things. First, almost all subjects gave more than
the minimum—indeed, in the first experiment,
the modal offer was 50% of the endowment.
Second, nonzero offers were rejected. In a
second experiment, subjects played the roles
of both the proposer (A) and the responder
(B). Subjects were first asked what they would
propose and then they were asked what they
would minimally accept. Again subjects pro-
posed much more than the minimum (on av-
erage 45% of the endowment). Once again re-
sponders were willing to reject nonzero offers,
with the median amount they were willing to
accept being almost 36% of the endowment.
Thaler (1988), in one of a number of influen-
tial articles that appeared under “Anomalies”
in the Journal of Economic Perspectives, brought
the game into the mainstream. The results were
not warmly received. Economists and theorists
suggested that the stakes were trivial, subjects
did not understand the problem, the instruc-
tions were misleading, and the student sample
was hardly of relevance. However, these results
generated an enormous number of experiments
designed to pick apart various explanations for
the behavior. Some interpreted these results as
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indicating that proposers were concerned with
what the responder might do. In particular,
was the proposer interested in a fair division
or afraid of being rejected? Was the respon-
der concerned with fairness or concerned with
being insulted?

Since this time, hundreds of experiments
have tried to understand behavior in the ulti-
matum game. Blount (1995) demonstrated that
the intentions of the proposer matter. In her ex-
periment, subjects were paired with proposers
who were either humans or a computer (and
were told which). She showed that low offers
from humans were rejected, but not low offers
from a computer. Cameron (1999) looked at the
effect of stakes and showed that even very large
stakes (up to three times an individual’s monthly
income) did not markedly change proposer be-
havior, although responders were more likely to
accept offers. Eckel & Grossman (2001) found
that the gender composition of pairings makes
a difference, with males more likely to accept
lower offers from women (chivalry) and women
more likely to accept lower offers from women
(solidarity). Roth et al. (1991) pointed to
cross-cultural differences among students, and
Henrich et al. (2001) found cross-cultural varia-
tion among people in small, primitive societies.
Bahry & Wilson (2006) showed that strong
norms can persist in societies, with offers above
50% being rejected. Sanfey et al. (2003) demon-
strated neurological correlates with behavior in
the ultimatum game, with additional support by
Koenigs & Tranel (2007), who used the game
on subjects with lesion damage to the ventro-
medial prefrontal cortex. By and large, these
ultimatum game results, in which unexpectedly
large offers are made and low offers are rejected,
persist.

Political scientists have not ignored the ul-
timatum game. Hibbing & Alford (2004) have
used it to demonstrate that individuals are will-
ing to cooperate when they feel that they are
not likely to be “taken for a sucker.” If the
process awarding the proposer an advantage is
considered fair, low offers are accepted. If the
proposer’s intention is clear (and considered
fair) then low offers are also accepted. Smith

(2006) used the same idea of “wary coopera-
tors” and looked at proposers who were put
into a position where they could act for them-
selves or on behalf of others (mimicking a ver-
sion of representation). He found that there is
a propensity to act on behalf of others in the
ultimatum game. Bahry & Wilson (2004) used
the ultimatum game to measure the degree to
which norms are followed in a transitional soci-
ety. Even though younger Russians employed
very different strategies than their older coun-
terparts, the young conform to a well-known
norm of sharing equally when it comes to the
ultimatum game.

Generally the ultimatum game is a use-
ful, well-established tool to understand bilateral
bargaining. Political scientists have made con-
siderable use of the Baron & Ferejohn (1989)
legislative bargaining model, which is nothing
more than a repeated shrinking-pie version of
the one-period ultimatum game. Adding in-
stitutional complexity to the stark bargaining
arena of the ultimatum game is a fruitful avenue
for future work. Varying who is assigned to each
role (and how) could provide insights into insti-
tutional legitimacy. Manipulating the pairings
of players could shed light on implicit attitudes
toward racial and ethnic others. There are nu-
merous possibilities for using this well-studied
game.

The Dictator Game

A second canonical experiment is the dictator
game, designed to test fairness. It is similar to
the ultimatum game, except that the second
player has no move at the second node of the
game. The proposer, A, is given an endowment
and then allowed to split that endowment
with the recipient, B. Player B has no choice
and must accept whatever A sends. In this
sense A is a dictator; B has no action. All
play is anonymous, thereby wiping out fear of
postgame retaliation. The equilibrium for this
setting is obvious: A should keep everything
and send nothing to B. If something is sent,
this is thought to be due to some sense of
fairness or an act of altruism on the part of A.
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The first such experiments were run by
Kahneman et al. (1986) to explicitly test un-
derlying assumptions in economics in light of
findings under the ultimatum game. The re-
sults were straightforward in that almost three
quarters of the subjects gave something to the
second player. Forsythe et al. (1994) then tested
the same game under a variety of conditions and
found that it was impossible to move all subjects
to keeping all of their endowment.

Subsequent researchers were puzzled by
the results and pressed on several fronts. On
the one hand, there was skepticism about A’s
actions. Did A believe that there would be
no postexperiment interaction? Did A believe
that the choices were completely anonymous?
Hoffman et al. (1994) ran a series of experi-
ments that sought to strip away the fears that A’s
actions could be identified. Their experiment
implemented a strong single-blind design and
then moved to a double-blind design in which
no one, including the experimenter, could pos-
sibly infer what A kept. These design changes
were intended to increase the “social distance”
between A and everyone else. As A’s actions
were increasingly masked from B’s, the splits
decreased. By contrast, Eckel & Grossman
(1996) made the recipient a charity—increasing
the social distance even more—and yet found
considerable altruistic behavior.

A recent meta-study of 129 papers that have
used the dictator game finds that dictators give
about 28% of their endowment (Engle 2010). In
looking at the covariates that change altruistic
behavior, Engle notes a number of experimental
parameters that affect what is sent in the dicta-
tor game. Old age, having more than a single
recipient, and making the recipient “deserving”
are all predictors of positive amounts sent to
the recipient. Increasing social distance, mak-
ing decisions in groups, repeating the game,
moving to double-blind procedures, using stu-
dent or child populations, giving the recipient
an endowment, and having the dictator earn
the endowment are all predictors of decreased
amounts sent to the recipient. A number of co-
variates make no difference, including the type
of incentive, the social cues that are provided,

whether there is an option to take money from
the other player, and whether subjects are from
a developing country or a “primitive” culture.
In short, it remains the case that there are pos-
itive contributions in the dictator game.

Political scientists have used the dictator
game in a variety of ways. Whitt & Wilson
(2007a) used the experiment as a measurement
tool to understand discrimination in postwar
Bosnia. They found that most people adopt a
simple heuristic that divides the amount when
paired with an individual from the outgroup.
Those who hold extreme nationalist views were
more willing to decrease what they send to
the outgroup. Fowler (2006), using the dicta-
tor game, found that strong partisans are more
altruistic and thereby more likely to bear the
cost of voting. Fowler & Kam (2007), also us-
ing the dictator game, uncovered a correlation
between sending more and participating in pol-
itics and other forms of social behavior. They
regard this as evidence that social preferences
matter for political behavior.

Although a large number of variations
of the dictator game have been looked into,
there remains plenty of scope for political
scientists to use the same game. The core
of the dictator game involves taking a costly
action on behalf of someone else. The dictator
game may be useful for understanding a part of
the representative relationship. For example,
under what circumstances will a representative
be willing to sacrifice her own interests on
behalf of others? Or under what circumstances
might a representative be willing to sacrifice
local interests for national interests? The dic-
tator game may be valuable when thinking of
terrorists willing to sacrifice their own lives on
behalf of others. It may give insight into which
institutions foster altruistic acts. In short, a
number of questions that are of interest to
political scientists have not been explored and
could easily use this simple experimental game.

The Trust Game

A third canonical experiment, based on the
“investment game” developed by Berg et al.
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(1995), is commonly known as the trust game.
In this experiment there are again two players.
Both are given an equivalent endowment, and
player A has the first move. Player A can take
any portion of the endowment and send it to
player B. Whatever is sent is tripled in value by
the experimenter and given to B. Player B then
decides how to split the tripled amount plus the
endowment. Like the ultimatum game and the
dictator game, this is a one-shot game in which,
once the decision is completed, the players walk
away with their earnings. Under backward in-
duction, the equilibrium is obvious. Player B
will keep her endowment and whatever was sent
(and tripled). Player A, anticipating this, will
refuse to send anything at the first move. If A
trusts that B will be trustworthy, then both par-
ties can be made better off.

The experiment was designed by Berg
et al. (1995), and they find that few indi-
viduals play the Nash equilibrium under
backward induction. Johnson & Mislin (2008),
in a meta-analysis of the trust game, show
that, on average, trusters send 50.8% of
their endowment (based on 84 experiments).
Trust pays (barely), in that 36.5% of what is
sent is returned (based on 75 experiments).
Contrary to game theoretic expectations, trust
is widespread and it is reciprocated.

The general findings of the trust game and
its many variations are dealt with by Wilson
& Eckel (2011). Their findings are consistent
with the point that individuals are generally
trusting and generally trustworthy. Yet a
number of studies point to human traits that
are related to trust and are unaccounted for by
standard game theoretic models. For example,
Kosfeld et al. (2005) show that administering
the hormone oxytocin enhances trust (but not
trustworthiness). The behavior is a response to
a biological reaction. Eckel & Wilson (2008)
show that skin shade has an independent effect
on trusting decisions. When subjects can view
their partner, they send less to darker-skinned
partners. In a similar vein, more attractive
partners are trusted more, but more attractive
trusters are penalized by trustees (Wilson &
Eckel 2006). The roots of these two behaviors

have to do with stereotyping and expectations.
As with the other canonical experiments
discussed above, there has been considerable
research on the trust game that moves beyond
a narrow sample of college students. Much of
that work deals with population samples cross
culturally (Bahry & Wilson 2004, Naef et al.
2009) or with convenience samples of adults in
a variety of countries and settings (Carpenter
et al. 2004, Cronk 2007, Karlan 2005). In short,
results from the trust game do not go away.

The concept of trust is central for politi-
cal science. Many claim that trust is critical for
both the formation of social capital and for in-
stitutional legitimacy. Others claim that trust
among citizens comes from stable institutions,
in effect proposing the opposite causal direc-
tion (for a discussion of this point, see Wilson
& Eckel 2011). The investment game provides a
laboratory model for settling issues of causality.
As well, issues of trust go directly to the heart
of the representative relationship in democra-
cies. In a like vein, given that it is impossible to
write all possible contingencies into a contract
or write legislation that covers all possibilities,
principal–agent relationships are grounded in
trust. A good deal of research has focused on
the conditions under which a principal’s trust
can be maintained. Yet few have exploited the
investment game to explore the conditions un-
der which this occurs. It might seem that the
design of institutions is a natural place to start,
but a few studies point to a perverse finding
that institutions crowd out trust (see Wilson &
Eckel 2011). In a very different domain, trust
is important in bargaining settings in which
actors cannot credibly commit—a hallmark of
many agreements studied in international re-
lations. In short, the issues involved with trust
are important for political scientists, and the
findings from the investment game ought to be
informative.

The Public Goods Game

The final canonical experiment is widely known
in the social sciences as the public goods game,
a social dilemma, or the voluntary contribution

206 Wilson

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14CH10-Wilson ARI 11 April 2011 12:24

mechanism (in its repeated form). Often this
experiment is used to test for social coopera-
tion. In effect, this experiment is an n-person
version of a prisoners’ dilemma. The usual de-
sign has more than two actors (ranging any-
where from four to several hundred) who make
a simultaneous decision. Each actor is given an
endowment and chooses to allocate it between
a private pool and a group pool. The private
pool is similar to a private investment that re-
turns at a rate of 1–1 and is returned directly
to the individual. By contrast, whatever is put
into the group pool is multiplied by the ex-
perimenter and then divided equally among all
members of the group. So long as the marginal
per capita rate of return (MPCR) is less than
1, then individuals have an incentive to “free
ride” and contribute nothing. The dilemma is
that everyone is better off contributing every-
thing if the MPCR is sufficiently large, as that
ensures a socially optimal outcome. Everyone
makes more than if everyone invests in the pri-
vate pool. Yet any individual always makes even
more by investing in the private pool and free
riding off the efforts of others. Under backward
induction, the Nash equilibrium in a one-shot
game is for everyone to invest in the private
pool.

Early experiments suggested that subjects
did not play Nash (Dawes et al. 1977, Marwell
& Ames 1979). Economists doubted these re-
sults because the stakes seemed low (or in some
cases nonexistent). Isaac et al. (1984) ran what
has become the canonical voluntary contribu-
tion mechanism (VCM), in which the public
goods game was repeated a number of times.
Under highly controlled and paid conditions,
they found much the same. Subjects did not play
Nash in the first period (average contributions
ranged between 40% and 60%), but over time,
contributions to the public good went nearly
to zero. Subsequent experiments focused on
the resilience of these results to group size and
changes in MPCR (Isaac & Walker 1988), com-
munications (Sally 1995, Sell & Wilson 1991,
Wilson & Sell 1997), restart effects (Andreoni
1988), punishment (Fehr & Gächter 2000), and
switching to a common pool resource (Ostrom

et al. 1994). Generally the findings do not sup-
port the Nash prediction.

Two influential surveys detailed the findings
from this literature. Ledyard (1995) elaborated
the research up to 1995 for the Handbook of
Experimental Economics (a second edition of this
influential book is forthcoming). Ledyard noted
many of the persistent anomalies and suggested
routes for future research. Ostrom (2000) took
stock of the main findings from this literature,
noting seven regularities. First, subjects con-
tribute 40%–60% of their endowments to the
public good in the first round of play; second,
after that round, contribution levels decay and
there is considerable free riding in the final pe-
riod of play; third, beliefs about the positive
cooperation of others increase one’s own co-
operation; fourth, gaining experience in the ex-
periment (learning) results in more, not less,
cooperation; fifth, face-to-face communication
and other forms of “cheap talk” enhance levels
of cooperation; sixth, when allowed, subjects
will engage in costly punishment to sanction
those who are not contributing; and seventh,
the VCM is very sensitive to institutional fea-
tures that define it (e.g., the communication or
punishment structures).

The public goods game is well known to
political scientists. It has its foundations in
Olson’s (1965) book The Logic of Collective Ac-
tion. That work was central for those concerned
with interest groups and political mobilization.
The free rider problem spurred a good deal of
rational choice theory and made the case that
political institutions were necessary to over-
come problems of collective action. Yet early
experimental work by political scientists called
into question the inevitability of free riding.
Orbell et al. (1984) and Dawes et al. (1986)
pointed to the power of group identity in build-
ing social cooperation. In later work, Ostrom
et al. (1994) introduced the common pool re-
source version of a public goods game. In doing
so, they noted that Hobbesian solutions were
not inevitable for overcoming free riding and
that groups could endogenously design their
own institutions, were skilled in communica-
tions, and could deftly use punishment. More
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recently, Levine & Palfrey (2007) have used
a variant of the public goods game to tackle
the question of why people turn out to vote
when voting is costly and free riding is cheap.
Holding beliefs about being pivotal is cru-
cial, even if those beliefs are off the mark.
Habyarimana et al. (2009) effectively use the
game to test why ethnic heterogeneity leads to
decreased provisioning of public goods. It ap-
pears that the networks developed by coethnics
are important for ensuring monitoring and
thereby ensuring the provisioning of public
goods. These are only a few of the many studies
by political scientists on the topic.

Theoretical Innovations

Although these findings were at first ignored
by the theoretical community, the robustness
of the experimental results has motivated
new theoretical development. An early model
by Rabin (1993) proposed that individuals
might value fairness in others. For example,
those who behave kindly may be rewarded with
kindness and those behaving unkindly might be
punished. In effect, this model was concerned
with the intentions of the other actor. The
importance of intention was driven home by
Blount’s (1995) experiment on the ultimatum
game, in which subjects responded very differ-
ently when the proposer was a human versus
a computer. Rather than kindness, Levine
(1998) posed a model of spitefulness. Again
the agent is aware of the actions and intentions
of another and responds in a manner that
harms the agent as well as the other. Andreoni
(1990) and Andreoni & Miller (2002) turned
to whether subjects have a utility function that
is increasing with the payoffs to others.

In the late 1990s, two key models fo-
cused on the distribution of outcomes,
incorporating intentions, and relying on
fairness and reciprocity. Fehr & Schmidt
(1999) proposed a utility function in which an
agent cares about not only her own payoffs but
also the payoffs of her counterpart. The utility
function is kinked in the sense that an agent
cares about her own payoffs and cares about the

other’s payoffs relative to her own. When the
counterpart gets less than the agent, the agent
may suffer and give up some utility to make an
adjustment—hence giving money to another
in the dictator game. However, if the agent
gets less than the counterpart, this comparison
may result in negative utility—for example,
leading to rejections of positive amounts in the
ultimatum game. Bolton & Ockenfels (2000)
proposed a model of utility that is quite similar.
In both cases, individuals compare their own
payoffs with those of their counterpart and re-
spond to inequalities. Generally this approach
has been noted as inequity aversion. The two
models differ in their functional forms (Fehr
& Schmidt take a linear form and Bolton &
Ockenfels use a nonlinear form) and in their
basis of social comparison (Fehr & Schmidt
use a comparison of the agent with every other
counterpart in the game, whereas Bolton &
Ockenfels use a comparison of the proportion
of the payoff based on the average of all other
payoffs). The models lead to differences in pre-
dictions depending on the number of players in
the game and the extent to which there are in-
equalities in outcomes. These models take the
experimental data seriously and have pushed re-
searchers very hard to refine their experiments
to test the robustness of these models.

There have been dozens of experiments try-
ing to figure out what type of other-regarding
utility function holds up. For every competi-
tor, new experiments are designed to test (and
break) a proposed model of social preferences.
The classic article by Charness & Rabin (2002)
began the task of testing different models of so-
cial preferences. For recent variations on mod-
els of social preferences, see Dufwenberg &
Kirchsteiger (2004) and Engelmann & Strobel
(2004). A useful starting point is the recent issue
of the Journal of Economic Behavior and Organi-
zation (2010, 73:1) which is partly devoted to a
discussion of the Fehr & Schmidt (1999) model
of inequity aversion.

Moving away from standard rational choice
models may provide useful insights for political
scientists. The idea that actors in some settings
may impute motives to others, may be spiteful,
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or may worry about relative status is not
far fetched. Whereas many of our models
assume that political leaders carefully weigh
all possible strategies before committing to
conflict, anecdotal evidence points to leaders
who are driven by hatred or disdain for their
counterpart. Knowing when to incorporate
other-regarding preferences into our models
will expand our explanations. Building in such
preferences may also help unlock who gets
which ministries under coalition bargaining. It
may not be just a matter of seat strength and
ideological proximity—the shared friendships
or enduring personal animosities may affect
the ways in which deals are reached. Social
preferences may be useful when explaining why
voters may vote for candidates who espouse
bold ideas of fairness, even though such policies
run contrary to self interest. Incorporating
social preferences may also help explain why
politicians sometimes take principled stands
that may cost them re-election. And a theory
of social preferences may be useful for under-
standing the darker side of human cooperation.
For example, what propels individuals to
mobilize to engage in ethnic cleansing? What
drives individuals to kill themselves on behalf
of the group? These are costly actions that
require coordination and cooperation.

None of these issues can be understood
without accounting for strategic behaviors
between actors. The current toolbox of game
theoretic models can get to the core issues
that we think cause the phenomenon. My
chief concern is whether incorporating social
preferences makes a sufficient difference for
the explanation to be worthwhile. My sense is
that building in other-regarding preferences
will be more important when actors can easily
draw inferences about their counterparts
when considering strategic choices. Such
preferences will be less important in large-scale
competitive settings in which it is difficult to
draw inferences about others. I note that my
strategic considerations are quite different
when voting in my academic department than
when voting in a national election.

TIME DISCOUNTING

A second major concern for economists is how
people treat current versus long-term gains.
This is a central question for understanding
savings and investments. It would be a simple
matter if people valued current assets in ex-
actly the same way they value future assets. For
example, if having $100 today is equivalent to
having $100 in six years, then for purposes of
analysis I could treat current and future value
as equivalent. Of course, if true for all people,
then this would be a remarkably different world,
in which interest and savings would be irrele-
vant. Most people (and all models) assume that
present value is different from future value. If I
am offered $100 now, how much would it take
to get me to forego that amount now and in-
stead accept some amount a year in the future?
I surely would not agree to $99 a year from now.
How about $101? (At current interest rates in
my savings account, this might be a good deal.)
How about $110? The point at which I am will-
ing to accept a future payoff in place of a present
payoff defines the extent to which I discount the
future. To a psychologist it may also say some-
thing about my patience.

If humans are hardwired in similar ways,
then we should display similar forms of dis-
counting, and the standard way of representing
it is through an exponential rate of discounting.
Suppose that one wanted to capture the util-
ity for a bundle of consumed goods over time
(some vector of x’s). A convenient way of doing
so is to represent this as

U t(xt, K, xT ) =
T −t∑
k=0

D(k)u(xt+k),

where D(k) = ( 1
1+r

)k.
In this representation, one’s utility at some

period can be calculated, where D(k) is the dis-
count function and r is an individual’s discount
rate. The discount rate affects the degree to
which an individual values the future. Note that
this model could easily allow for heterogeneity
by allowing r to vary for each individual. Even
so, everyone discounts exponentially.
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The chief problem with this approach is that
psychologists and economists have documented
many instances in which people make inconsis-
tent choices. The nature of this inconsistency is
expressed in the following way. Suppose I have
a choice between $100 today and $105 tomor-
row, and I prefer the $100 today. Next I am
given the choice between $100 in six months
and $105 in six months plus a day, and I prefer
the $105. This constitutes a preference reversal
that is inconsistent with the standard form of
exponential discounting. I am not the only one
guilty of such a reversal; this result has been
replicated many times (for a general survey, see
Frederick et al. 2002).

Brown et al. (2009) look at consumption
patterns in the laboratory using a mechanism
in which subjects live multiple lifetimes, earn
period-by-period payments, and can experience
“income shocks.” This means subjects not only
have to save for the future (it is possible to run
out of cash before ending a lifetime), but sub-
jects also get to learn from lifetime to lifetime.
(In a different treatment, they were able to learn
from one another—but for the present discus-
sion, I set aside that aspect of the experiment.)
The basic result, as many know from experi-
ence, is that most subjects overspend early on
and do not save enough. Brown et al. (2009) in-
clude a second study, identical to the first except
that the reward medium is a beverage rather
than money. Subjects were told not to drink
anything for four hours before coming into the
lab. Upon arriving, they were given salty snacks
(but no liquids), and they received 45 minutes
of instructions before starting the experiment.
Subjects earned points, rather than dollars, and
points were converted to liquid. Care was taken
so that subjects did not become satiated. Again,
subjects overspent in the early periods and failed
to save. These findings (and those by many oth-
ers) point to problems with standard models of
discounting.

As Frederick et al. (2002) note in their sur-
vey, there are numerous ways to interpret this
anomalous behavior. My own example above
might lend support to a view of “hyperbolic”
discounting (more on this below). A different

possibility is that many anomalies are due to
“magnitude effects” in which individuals dis-
count small sums differently from large sums.
I might treat amounts in the hundred-dollar
range differently from amounts in the tens-of-
thousands-of-dollars range, being more patient
for the latter than the former. Alternatively, it
could be that people exhibit greater discount-
ing to avoid delay than to expedite receipt of
a good. For example, the amount I would pay
to receive an iPad now rather than six months
in the future would be much less than what
I would accept if I were offered an iPad now
but had to delay receiving it for six months.
Frederick et al. (2002) illustrate a number of
other variations of these anomalies.

Like the literature on prosocial behavior,
these anomalous results on time discounting
have given rise to a number of proposed theo-
retical models. The most popular of these mod-
els suggests hyperbolic discounting. Laibson
(1997) develops what has become known as a
beta-delta model designed to account for pref-
erence reversals in discounting. Taking the dis-
count function noted above, discounting now
has two parameters:

D(k) =

⎧⎪⎨
⎪⎩

1 i f k = 0

β

(
1

1 + r

)k

f k > 0
.

In essence, there is increased discounting be-
tween the current period and the next, with a
constant rate of discounting thereafter. In line
with the experiment by Brown et al. (2009), this
captures a phenomenon of too little savings in
the earliest periods. Functional magnetic reso-
nance imaging (fMRI) studies suggest different
regions of the brain are used to assess short-
term and long-term decisions (McClure et al.
2004), and proponents of the beta-delta model
point to this for support.

A second approach, a “dual-self” model, has
been proposed by Fudenberg & Levine (2006).
They imagine two selves involved in some mul-
tistage game. The “short-run” self is myopi-
cally interested in each single stage of the game.
The “long-run” self shares the same stage-game
preferences as the short-run self but chooses
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some commitment device to influence the my-
opic self ’s action in order to achieve a better
outcome over the long run. An example might
involve a consumption problem. Suppose I am
heading out to a local ice house (a Texas ver-
sion of an outdoor bar). My long-run self says
I only want to spend $20 on beers. My short-
run self agrees, but I know that I’ll probably
want yet another beer after my money dries up,
and that before I know it, I’ll have spent $40 on
beers for myself (and no doubt my prosocial self
buying rounds for others). My long-term self
adopts a simple device—I bring $20 in cash and
leave behind my ATM card and all credit cards.
This way, when my money runs out, I’m done.
Fudenberg & Levine’s model deftly handles this
self-control problem and covers much the same
ground as hyperbolic discounting (imagine that
the beta component of the beta-delta function
characterizes the degree to which the long-term
self is involved in a choice).

A number of other models have been pro-
posed to deal with time inconsistency. Gul &
Pesendorfer (2001) detail a model of temptation
and self control. Bernheim & Rangel (2004)
provide a model also dealing with temptation,
using insights from addiction. All of these mod-
els are designed to deal with persistent empirical
results that show that people are inconsistent in
how they value the future.

Time discounting is not limited to eco-
nomics and finance. The same concepts have
application in political science. First, almost
all theoretical models with repeated play have
some form of time discounting in them. A
simple parameter that discounts future payoffs
yields tractable solutions for infinite-horizon
games. Yet such studies rely on a very stan-
dard form of time discounting that does not
match the anomalous behavior that troubles
economists. Does it matter for our models?
My sense is that it does. How much would
theoretical predictions for going to war vary
if there is heterogeneity among actors—with
some being very foresighted and others being
extremely impatient? How do models of
legislative bargaining change when there is
an influx of hyperbolic discounters into the

legislature? Are there interesting institutional
mechanisms built into political systems that
can accommodate dual-self models?

Second, from the empirical side, the prob-
lems associated with varying levels and types
of time discounting may give us insights into
why voters prefer to hear short-term solutions
to problems or why politicians and political par-
ties may only offer short-term solutions when
campaigning. It may explain why some issues
persist and others die before ever getting onto
the policy agenda. Undoubtedly there are other
possibilities that can inform political science.

CONTEXT

The final major puzzle for behavioral
economists pertains to context. There are
three parts to the puzzle: gains and losses,
status quo bias, and framing. Kahneman et al.
(1991) provides an easy, but old, entry point to
these issues. In this section, I treat each one
separately.

Gains and Losses

When I offer advice to people designing their
first experiment, I caution them to avoid losses
for subjects and I tell them to avoid a payoff
of zero as one of the outcomes. Invariably, the
objection is either “in the real world people
face losses” or “the model normalizes payoffs
between 0 and 1 and I want to test the model.”
I then advise them to scale up the payoffs and
when asked why, my justification is that subjects
act weird in losses, and zero is a focal point that
subjects avoid. The core of my observation in-
volves loss aversion by subjects and the fact that
zero is an important reference point.

Kahneman & Tversky (1979) opened up
the discussion in economics when questioning
whether standard forms of expected utility held
up. Their 1979 article on prospect theory de-
veloped a powerful critique of expected utility
(and some of its weighted variants), proposed a
utility function in which individuals were risk
seeking in gains and risk avoiding in losses,
and illustrated the issues with a large number
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of hypothetical examples. This article set off a
substantial and ongoing debate in economics
over the understanding of risk (for reviews, see
Camerer 1995, 2000; Laibson & Zeckhauser
1998; Starmer 2000).

Grether & Plott (1979) did not believe the
Kahneman & Tversky results. They thought
such an anomaly could be easily wiped out
using the appropriate experimental design.
They complained that the Kahneman &
Tversky results were supported by experiments
using hypothetical statements. This meant
that the subjects had little incentive to think
hard about the problem. In a clever set of
laboratory experiments with money on the
table, Grether & Plott (1979) found the same
phenomenon—preference reversals. “Needless
to say,” they admitted, “the results we obtained
were not those expected when we initiated this
study” (p. 634). This spawned a large number
of experiments designed to do away with the
problem. But it has not gone away—although
a recent survey (Berg et al. 2010) points out
that incentives may limit reversals.

Recent work has tried to “marry” ex-
pected utility and prospect theory. Harrison &
Rutstrom (2009) conducted an experiment over
many gambles in a gains frame, a losses frame,
and a mixed gains and losses frame. They explic-
itly account for subject heterogeneity (sex, race,
and age differences) and point out that both
models (expected utility and prospect theory)
survive. However, both models appear to op-
erate in conjunction with heterogeneous traits
brought into the lab and in specific task do-
mains. Loomes et al. (2010) take a different
strategy by designing an experiment to see if
market forces erode problems of preference re-
versals. The prediction is that the market dis-
ciplines those who do not adhere to standard
assumptions. However, they, too, find that pref-
erence reversals remain.

Little of this abbreviated discussion should
surprise political scientists. We have long been
aware of prospect theory. Influential surveys by
Levy (2003), McDermott (2004), and Mercer
(2005) point to its importance for international
relations. They regard risk-seeking behavior as

important for explaining military gambles. On
the other hand, risk aversion may help explain
the relative stability of international systems.
As Mercer (2005) makes clear, prospect theory
has not made much progress in other fields
of political science. Political economists (who
commonly assume risk neutrality in models)
could benefit from accounting for different
responses to gains and losses. Political psy-
chologists ought to be interested in differential
cognitive processing under gains and losses. As
to the latter, recent work by McDermott et al.
(2008) leverages a foraging model to ground
prospect theory in evolutionary theory, thereby
posing a potential explanation for the underly-
ing psychological mechanisms driving different
responses to gains and losses. Because it seems
likely that risk preferences are dramatically
different in gains and losses domains, these
differences ought to be accounted for in our
models. Perhaps a sticking point for many is
that the reference point on which such models
are dependent is incompletely understood.

Status Quo Bias

A second puzzle has been characterized as the
status quo bias or the endowment effect. The
problem was originally noted by Knetsch &
Sinden (1984) and made more widely known
by Kahneman et al. (1990). The puzzle is best
represented by a classic experiment from this
latter article. Subjects were randomly assigned
to receive a coffee mug or not. After handling
their coffee mug, subjects were asked how much
they were willing to accept to part with it. Those
without a mug were asked how much they were
willing to pay for one. The median price for
sellers was $5.75 and the median price for buy-
ers was $2.25. The difference could be due
to what experimentalists call a “wealth effect,”
so another experiment was run in which there
were buyers, sellers, and choosers. The two for-
mer roles were the same as before, while the
choosers made a set of choices between whether
to accept a specific amount of cash or accept the
mug. Under these conditions, the median price
for sellers was $7.12, for buyers it was $2.87, and
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for choosers it was $3.12. The interesting find-
ing is that subjects overvalue the item that they
have in hand. This endowment effect persists
in many environments, providing a basis for the
old adage “a bird in the hand is worth two in the
bush.” In effect, individuals value those things
that they hold.

The endowment effect is not limited to
adults. Harbaugh et al. (2001) demonstrate that
the endowment effect carries over to children.
Chen et al. (2006) provide evidence of it in ca-
puchin monkeys. A quasi-field experiment over
the trading behavior of sports card memora-
bilists indicates a preference for the status quo,
although the effect diminishes with the experi-
ence of the trader (List 2003). A recent model
by K´́oszegi & Rabin (2006) points out that the
reference point held by actors is crucial, and that
more experienced actors may have better esti-
mates of the likelihood of retaining the endow-
ment. In short, the endowment effect seems to
persist. With experience it tends to dissolve, but
as DellaVigna (2009) points out, even traders
hold onto some stocks too long.

For political scientists, accounting for sta-
tus quo bias can be quite important. It can be
useful when considering why incumbents en-
joy an advantage with respect to voters. For
example, Patty (2006) uses status quo bias to
help model congressional midterm losses for
the president’s party. Status quo bias provides
insight into the stickiness of legislation. It might
help explain why institutional rules are not con-
tinually rewritten. Status quo bias may help ex-
plain why trade agreements are so tortuous and
why interest groups can thrive once they gain a
foothold. In short, this is a puzzle that political
scientists are familiar with but rarely include in
models.

Framing

The final puzzle involves framing and was
pointed out by Tversky & Kahneman (1981).
The puzzle is tied with loss aversion, since
many of the examples (and experiments) change
the frame from gains to losses. However, indi-
viduals should not switch their choices when

given inconsequential changes in the descrip-
tion of the choices. In the classic example, sub-
jects are presented with the possibility of an un-
specified “Asian disease” that is expected to kill
600 people and are asked to choose between
two different policies. If policy A is chosen,
200 people will be saved; if policy B is chosen,
there is a one-third chance that 600 people will
be saved and a two-thirds chance that no people
will be saved. Typically people prefer policy A,
which indicates risk aversion. Another group of
randomly selected subjects is given the equiv-
alent policy options, but framed in a different
manner. If policy A∗ is adopted, 400 people will
die; if policy B∗ is adopted, there is a one-third
chance that no one will die and a two-thirds
chance that 600 people will die. Subjects now
favor policy B∗, the risk-seeking policy. Aside
from the framing, the pairs of policies (A,A∗)
and (B,B∗) are equivalent. Yet behavior varies
with the frame.

Fehr & Goette (2007) find strong evidence
of reference effects that can easily be manipu-
lated through framing. Their field experiment
with bicycle couriers in Switzerland has the au-
thors manipulating wages and using lotteries
that are similar to the framing problem noted
above (but with cash incentives). They find evi-
dence of switching behavior in the lotteries and
link this to labor and effort decisions.

Framing effects are not unusual anomalies
for political scientists. The discipline was intro-
duced to the problem by Quattrone & Tversky
(1988). That article was presented as a chal-
lenge to rational choice theory and provided
evidence from experiments in which subjects
made choices based on hypothetical settings—
very similar to those of Tversky & Kahneman
(1981), mentioned above. However, it had a
muted impact on game theorists in political sci-
ence. This does not mean that framing is unfa-
miliar to the discipline. Chong & Druckman
(2007) catalogue the numerous ways in which
framing effects have been exploited: detailing
how issues are presented to the public, how
support for national institutions varies under
different frames, and how competitive frames
play out in public opinion. Given that interest
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groups and politicians are constantly compet-
ing to bring issues to the fore, it is no surprise
that framing should be important in political
science.

Generally, the anomalies relating to con-
text have been at the forefront for political
scientists. A brief sampling of the political
science literature turns up overviews of context
effects for shaping public opinion (Druckman
& Lupia 2000, Jones 1999, McDermott 2001);
concerted efforts at understanding prospect
theory and its implications for modeling risk
in international relations (Boettcher 2004,
Levy 2003, Mercer 2005, O’Neill 2001); and a
good deal of work on framing and its relevance
for political decision making (Baumgartner &
Mahoney 2008, Druckman 2004, Druckman &
McDermott 2008). In short, political science
has absorbed these lessons and applied them to
its own distinct problems. However, empirical
work has outpaced theoretical attention to
many of these issues.

Psychological Irregularities

Outside the trinity of major behavioral puzzles
for economists, there is a cluster of psycho-
logical mechanisms of concern. Whether these
are considered heuristics or psychological
peculiarities does not matter for the purposes
of this review. They are well known, well
documented, and pose problems for standard
economic theory. I treat four problems:
overconfidence, levels of thinking, emotions,
and status. There are others. I could just as
easily have chosen probability over- and under-
weighting (it turns out that people are not very
good at judging low-probability events; we
overweight the likelihood that the event will
occur). Or I could have turned to projection
bias, in which people use their current situation
to project future action (“I’m in good health
now, so I plan on being in good health in the
distant future”). Or I could have detailed neu-
roeconomics, which as a subfield tackles many
of these issues [for an interesting discussion of
the value of neuroeconomics, see the special
issue of Economics and Philosophy, 24(3), 2008].

Overconfidence

Psychologists have long noted the Lake Wobe-
gon effect, named after Garrison Keillor’s town
in which “all the children are above average.”
Svenson (1980), for example, reported that
80% of all drivers believed their driving ability
was above average. For behavioral economics,
the question is whether this finding persists in
the face of market structures that ought to drive
out overconfidence. There appears to be plenty
of evidence that entrants into markets are
overconfident about their likelihood of success,
investors are overconfident about their ability
to read the market, and males are overconfident
about their skills in competitive settings.

Camerer & Lavallo (1999) began much
of the discussion in economics by examin-
ing whether excess market entry can partly be
explained by overconfidence in one’s ability
(a “competitive blindspot”). Camerer & Lavallo
experimentally manipulated the payoffs in dif-
ferent markets, elicited whether subjects chose
to enter each market, and then used a trivia
quiz to determine performance. Performance
was measured after entry decisions were made.
As expected, overconfidence abounded, with
subjects entering more frequently into mar-
kets when performance was based on their own
actions (compared with a random assignment
condition). Numerous other studies have repli-
cated this finding about overconfidence in abil-
ities (see, e.g., Clark & Friesen 2009).

In a survey of the gender gap in math abil-
ities, Niederle & Vesterlund (2010) point to
several experiments demonstrating overconfi-
dence by males in competitive settings. In par-
ticular, they note an experiment in which sub-
jects were given math problems to solve using
two different payment schemes. The first was
a piece-rate setting, in which a fixed amount
was paid for each correctly solved problem.
The second setting was competitive, with the
person who got the most correct answers in
their four-person group (two males and two fe-
males) being paid a winning amount and ev-
eryone else receiving nothing. In both pay-
ment settings, males and females, on average,
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correctly answered the same number of math
problems. Having experienced both payment
settings, but not being informed of their perfor-
mance or rank in either setting, subjects were
asked which payment scheme they wanted for
the next math task. Almost three quarters of
the men and only 37% of the women chose the
competition setting. To get at beliefs, subjects
were asked how they thought they ranked in
the competition setting and were paid for a cor-
rect guess. Seventy-five percent of the men and
43% of the women guessed they performed the
best in the competition. Although both men and
women are overconfident in their abilities, men
are more so. No matter how hard the authors
try to get rid of this gap, they are unable to do so.

Overconfidence is a well-known problem.
It can lead to overbidding in auctions, it can
explain too many entrants into market, and it
might explain some differences between males
and females in competitive settings. For po-
litical scientists, overconfidence may be useful
for explaining why some candidates persist in
campaigning even when they have no chance of
election. The same underlying mechanism may
explain campaign donations to a losing cause
(and I conjecture there will be pronounced gen-
der differences in those donations). In any com-
petitive political setting, seemingly irrational
behavior may be the result of overconfidence
by one or more individuals. This may give in-
sight into candidates who pour tens of millions
of their own wealth into running for office. In a
very different setting, overconfidence may help
explain why some leaders enter into conflicts
they cannot win. Sometimes “resolve” may sim-
ply be misplaced confidence.

Levels of Thinking

Most standard models assume economic agents
are not doomed to myopia and, at a minimum,
are capable of thinking ahead. This implies that
backward induction for any structured game
ought to be easy. Certainly top-rated chess
players are capable of thinking many steps
ahead, but it turns out that most people are not
very good at multistage strategic reasoning.

The classic example is the “beauty pageant”
game, in which there is an array of contestants
and the task is to pick the average of the choices
of the judges. Assuming there are 100 contes-
tants evenly spread on a number line ranging
from 0 to 99, whom should any individual pick?
A judge with no sophistication or beliefs about
others can simply choose a random value. This
would be someone with zero-order beliefs. A
slightly more sophisticated judge might form
(first-order) beliefs about the behavior of other
judges and generate a best-response choice.
Another may form second-order beliefs about
the first-order beliefs of others and so on. Sup-
pose my zero-order beliefs entail a guess of the
average of the contestants on the number line
(choosing between the 49th and 50th contes-
tants). A first-order belief might anticipate this
and lead me to choose some value below this,
while also anticipating the response by other
first-order beliefs. This continues for higher-
order beliefs. If everyone holds higher-order
beliefs, then the choice is the contestant at 0.

Nagel (1995) tests a variation of this game to
determine whether there are levels of reasoning
among subjects. Subjects repeat the task several
times and are informed about the outcome
following each play. She finds evidence for
heterogeneity in the population but also finds
that subjects learn with repetition. The modal
subject engages in level 2 thinking, and the bulk
of the subjects are at level 3 thinking or below.
Ho et al. (1998) extend this study and find sim-
ilar results. There is a large number of people
who begin with level 0 thinking, but learn.
Those who are sophisticated (beginning at
level 1 or above) best respond to level 0 players.
Everyone learns, but not everyone adjusts as
fully foresighted agents (see also Costa-Gomes
& Crawford 2006, Coricelli & Nagel 2009).

Such findings could explain the dearth
of results on strategic voting in political
science. Although theoretical models suggest
the importance of strategic voting, my own
experimental data point largely to sincere
voting (Wilson 1986, Wilson & Pearson 1987).
McKelvey & Palfrey (1992) find little evidence
for higher-level strategic thinking in the
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“centipede game.” In this game, players have
alternating moves in which they can either
stop the game or pass to their counterpart. At
each choice node, there is an increasing pie
with an asymmetric split (e.g., a [$4,$1] split at
the first node and a [$2,$8] split at the second
node and so forth). The stakes get very high
at the last node of the game, but subjects never
get there. McKelvey & Palfrey (1992) do find
strong evidence for best-response behavior to
various levels of thinking, but little higher-level
strategic behavior.

The depth of strategic thinking should be
critical for the ways we model different environ-
ments. For phenomena in which many skilled
agents contribute to strategic choice, fore-
sighted strategic reasoning seems appropriate.
Here I am thinking of decisions made by nation-
states in the international arena when there is
plenty of time. Diplomatic, military, and lo-
cal political considerations will contribute as
decision makers work through many levels of
reasoning. By contrast, decisions made under
time pressure by individuals with little infor-
mation and little experience may be more fruit-
fully modeled as low-level strategic reasoning.
For example, voting on obscure, nonpartisan,
local candidates can be treated in this fashion.
Overall our models would benefit from asking
whether predicted outcomes would change as
we shift from higher- to lower-order beliefs.

Emotions

Elster (1998) provides an important survey of
the manner in which emotions may influence
economic decisions. In particular, he points
to the role of envy and indignation in moti-
vating rejections in the ultimatum game and
the place of love, hate, revenge, and contempt
in a number of other settings. Prior work by
Frank (1988) had established a basis for emo-
tion in bargaining models. For Frank, difficult-
to-disguise emotions like anger have the value
of demonstrating commitment to a course of
action.

It is well established in psychology that cer-
tain kinds of emotion can focus individuals on
narrow goals and outcomes. Whitt & Wilson

(2007b) use a one-shot public goods game to ex-
amine levels of cooperation among Hurricane
Katrina evacuees housed in rescue shelters. All
of the participants were very stressed (having
been evacuated from New Orleans the week
prior), but the most stressed were people
whose family members were still missing.
Those individuals contributed the least to the
public good, and their behavior was consistent
with what is expected of people who are highly
fearful. Likewise, Eckel et al. (2008) report
risk-seeking behavior among Katrina evacuees
that reflects similar emotional reactions. In
both of these articles, games drawn from
experimental economics were used to measure
behavior in light of varying emotional states.

Xiao & Houser (2005) use the ultimatum
game to determine whether providing subjects
an emotional outlet changes behavior. While
a control group of subjects played a standard
ultimatum game, those in the treatment group
were given the opportunity to write a message
to the proposer. The findings were clear. When
given an opportunity to express an emotion,
there were fewer rejections of low offers. Xiao
& Houser (2005) interpret this to mean that
costly punishment (rejections in the control
condition) is used to express negative emotion.
When another option is available to express
emotion, costly punishment is not used. There
are a handful of other articles on emotion and
behavior (e.g., Fong 2007). However, although
emotions are recognized as important for
economic decision making, to this point few
researchers have followed up on the promise.

An exception is the enormous literature on
the topic of happiness. Much of that work is
driven by responses to survey items concerning
happiness (Clark et al. 2008). This voluminous
survey literature often compares the aggregate
levels of happiness across nations or places. The
findings correlate everything from increasing
country-level gross domestic product (which
improves general happiness) to positive income
shocks (which improve individual happiness
only in the short run). Generally, happiness is
taken to be an emotional mood and serves as a
proxy for well-being.
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Emotion has long been a part of political
science. Work on “affective intelligence”
(Marcus 2000) details how individual decision
makers are more or less attentive to infor-
mation depending on their affective state.
Others demonstrate how people under threat
evaluate candidates and policy issues (Brader
2005, Huddy et al. 2005). Opportunities for
additional research abound. How elites use
emotional frames to mobilize citizens is not well
understood. The circumstances under which
emotions are amplified within groups need to be
addressed. For example, it appears that my fear-
fulness elevates when I am surrounded by others
who are also fearful. Emotions are very much
a part of our genetic makeup. In us, as in other
animals, emotions dictate the four F’s: fighting,
fleeing, feeding, and mating. This message has
not been lost on those concerned with biolog-
ical foundations of politics (Oxley et al. 2008).

Status

Humans often look to others to decide whom
to emulate or imitate. The decision of whom
to follow is not random and is often associ-
ated with status. Status, of course, can be con-
ferred for many reasons (Henrich & Gil-White
2001, Webster & Hysom 1998), but ordinar-
ily it should have little economic consequence.
However, as Mathur et al. (1997) show, when
Michael Jordan announced he was returning
to the NBA following a brief retirement and
a stint as an unsuccessful baseball player, his
client companies showed a 2% increase in stock
prices, valued at over one billion dollars. Few of
us are likely to “be like Mike.” However, appar-
ently many of us looked to him.

Although status should not matter for
economic decisions, there is a good deal of
evidence that it does. Ball et al. (2001) provide
a beautifully designed experiment to test the
effect of status in a market. They use a box-
design market in which all sellers have the same
cost and all buyers have the same reservation
value. An equal number of units is demanded
and supplied, which leads to a vertical overlap
in the demand and supply curves. They use an

oral double auction institution, which pushes
the market to a uniform price. The equilibrium
(market price) can be anywhere between the
sellers’ cost and buyers’ reservation value.
Status in this experiment was randomly
awarded. Prior to beginning the experiment,
half the group was given a gold star and those
without gold stars were told to applaud those
with. In one treatment, all those with gold
stars (the high-status group) were assigned to
be buyers, which everyone knew. In the other
treatment, those with gold stars were assigned
to be sellers. Ball et al. find that when buyers
have higher status, the market price is lower
than when the sellers have higher status. On
average, high-status players earn 11.4% more.
Markets should not be responsive to status, but
they are. (For more experiments with bargain-
ing games and status, see Ball & Eckel 1998,
Eckel & Wilson 2007, Eckel et al. 2010.) In the
end the question is why are people attentive to
status: for reasons of imitation or for deference?

Status is a central concern for several issues
in political science. A clear understanding of
leadership eludes us. We can point to specific
leaders, but we are hard pressed to predict who
will become a leader or to prescibe how to
enhance one’s leadership. Many of these issues
seem to be tied to status. Status, of course, is a
signal, and it would be valuable to know how
that signal is sent and read. Political scientists
often talk about things that confer status on
individuals, groups, or even nations. In some
manner, having status leads to others respond-
ing in predictable ways. As with economic
decisions, status should not affect political out-
comes. It does, and it remains a puzzle for us.

In summary, numerous psychological
anomalies pervade market economies—far
more than have been touched on here. These
same anomalies pervade political science.

MOVING BEYOND ANOMALIES

Political scientists are fortunate in that we
are not bound to a particular approach to
understanding the core issues of politics.
Rational choice, social choice, and game theory
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provide important insights into political behav-
ior, but political scientists have not been afraid
to borrow from psychology, sociology, and an-
thropology as well. What does behavioral eco-
nomics mean for political science?

It is crucial to understand whether there
are social preferences. Here the questions are
many, complex, and perhaps daunting. Do
people have a taste for fairness? Are people
willing to punish others (at a cost to themselves)
when norms are violated? Are people attentive
to hierarchy and their position in it? Do people
have a propensity to trust others? Are people
naturally cooperative (and to what end: to help
the group or to destroy another group)? These
questions raise a number of issues. First, are
many of these behaviors innate? Do humans
have a propensity toward such behavior? If so,
such dispositional traits should be helpful in
getting the assumptions of our models right.
A second issue is the extent to which these
tastes are easily manipulated by leaders or
redirected by institutional design. Causally,
it may be that a taste for trust is a necessary
condition for stable political institutions, or
perhaps the causal relationship runs the other
way. These and other issues need to be sorted
out.

How can findings on time discounting be
brought into political science? This is a serious
question not only for theorists (who often rely
on fairly simple models of time discounting) but
also for empiricists. After all, voting and cam-
paigning are importantly tied to promises about
the future and how citizens view the future.

The puzzle of context is not so puzzling for
political scientists. We are used to these prob-
lems and have accounted for them in a rich array
of models and studies. However, as a discipline,
we should not forget that gains and losses, sta-
tus quo bias, and framing pose challenges to
standard models and need to be accounted for.

There are a large number of psychological
heuristics to consider when we model behavior
or empirically test predictions. Not all of these
heuristics will matter—many may be domain
specific. However, they are important puzzles
that are grounded in human psychology. In the

next ten years cognitive neuroscience may pro-
vide important insights to the discipline, much
as microeconomic theory did 30 years ago. I do
not expect that the fundamentals of rationality
will disappear, but rather that systematic find-
ings from cognitive neuroscience will inform
our simplified models of human behavior.

We know that peer effects help mobilize
individuals. But we remain unclear about the
mechanisms that push people to vote on this
basis. They may have to do with imitation, so-
cial identity, overweighting the fear of social
humiliation—the question is important, but re-
mains unsolved.

Emotion needs to be brought into the study
of social behavior. So far, political science has
applied emotion to individuals. We have a good
sense of what anxiety and fear mean for individ-
ual behavior. Yet, we suspect that many aspects
of political life—including mobilizing people
to harm others—require an emotional spark. It
may be that such a spark works through anger,
disgust, or fear. However it works, these emo-
tions most likely are compounded by social in-
teraction. Figuring out this mechanism will not
be easy.

Finally, political science should take note of
what has driven behavioral economics and im-
itate it. Many of the compelling findings have
been derived from the laboratory. Skeptical re-
searchers have created inventive experimental
designs to understand where standard theory
breaks down. The end is not to demonstrate
that the theory fails. Rather, the aim is to
pinpoint the circumstances under which it
fails. Behavioral economics is not awash with
researchers seeking to dismantle the standard
model. Instead, those researchers begin with
the premise that the model provides insight
and are puzzled by their findings. This sense
of puzzlement and honesty in designing new
experiments to test the boundaries of failure
have drawn the formal theorists into trying to
explain the lapses. There are positive signs that
the laboratory will be used more frequently for
answering fundamental questions in political
science. It will be important to engage formal
theorists with those findings.

218 Wilson

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14CH10-Wilson ARI 11 April 2011 12:24

DISCLOSURE STATEMENT

The author is not aware of any affiliations, memberships, funding, or financial holdings that might
be perceived as affecting the objectivity of this review.

ACKNOWLEDGMENTS

I apologize for all the great studies that I had to omit from this survey. From the huge field of
behavioral economics, I had to choose what I think might be of most value to political scientists. I
owe a profound debt of gratitude to Catherine Eckel, who, many years ago, got me interested in
these issues and who has explored some of them with me in our joint work. Conversations with
Charlie Holt, Lin Ostrom, Charlie Plott, Enrique Fatas, and Lise Vesterlund have made me think
hard about these issues. None of the above should be blamed for what I have forgotten, but they
should be credited with what I have remembered.

LITERATURE CITED

Akerlof GA, Shiller RJ. 2009. Animal Spirits: How Human Psychology Drives the Economy, and Why It Matters for
Global Capitalism. Princeton, NJ: Princeton Univ. Press

Andreoni J. 1988. Why free ride? Strategies and learning in public goods experiments. J. Public Econ. 37:291–
304

Andreoni J. 1990. Impure altruism and donations to public goods: a theory of warm glow giving. Econ. J.
100:464–77

Andreoni J, Miller JH. 2002. Giving according to GARP: an experimental test of the consistency of preferences
for altruism. Econometrica 70:737–53

Bahry D, Wilson RK. 2004. Trust in transitional societies: experimental results from Russia. Presented at Annu.
Meet. Am. Polit. Sci. Assoc., Chicago, IL

Bahry DL, Wilson RK. 2006. Confusion or fairness in the field? Rejections in the ultimatum game under the
strategy method. J. Econ. Behav. Organ. 60:37–54

Ball S, Eckel CC. 1998. The economic value of status. J. Socio-Econ. 27:495–514
Ball S, Eckel CC, Grossman P, Zame W. 2001. Status in markets. Q. J. Econ. 116:161–88
Baron DP, Ferejohn JA. 1989. Bargaining in legislatures. Am. Polit. Sci. Rev. 83:1181–206
Baumgartner FR, Mahoney C. 2008. The two faces of framing—individual-level framing and collective issue

definition in the European Union. Eur. Union Polit. 9:435–49
Berg JE, Dickhaut JW, McCabe K. 1995. Trust, reciprocity, and social history. Games Econ. Behav. 10:122–42
Berg JE, Dickhaut JW, Rietz TA. 2010. Preference reversals: the impact of truth-revealing monetary incentives.

Games Econ. Behav. 68:443–68
Bernheim BD, Rangel A. 2004. Addiction and cue-triggered decision processes. Am. Econ. Rev. 94:1558–90
Blount S. 1995. When social outcomes aren’t fair: the effects of causal attributions on preferences. Organ.

Behav. Hum. Decis. Process. 63:131–44
Boettcher WA. 2004. The prospects for prospect theory: an empirical evaluation of international relations

applications of framing and loss aversion. Polit. Psychol. 25:331–62
Bolton GE, Ockenfels A. 2000. ERC: a theory of equity, reciprocity, and competition. Am. Econ. Rev. 90:166–93
Brader T. 2005. Striking a responsive chord: how political ads motivate and persuade voters by appealing to

emotions. Am. J. Polit. Sci. 49:388–405
Brown AL, Chua ZE, Camerer CF. 2009. Learning and visceral temptation in dynamic saving experiments.

Q. J. Econ. 124:197–231
Camerer CF. 1995. Individual decision making. See Kagel & Roth 1995, pp. 587–703
Camerer CF. 1997. Progress in behavioral game theory. J. Econ. Perspect. 11:167–88
Camerer CF. 2000. Prospect theory in the wild: evidence from the field. In Choices, Values and Frames, ed.

D Kahneman, A Tversky, pp. 288–300. Cambridge, UK: Cambridge Univ. Press

www.annualreviews.org • Behavioral Economics in Political Science 219

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14CH10-Wilson ARI 11 April 2011 12:24

Camerer CF. 2003. Behavioral Game Theory: Experiments in Strategic Interaction. New York: Russell Sage
Found., Princeton Univ. Press

Camerer CF, Lavallo D. 1999. Overconfidence and excess entry: an experimental approach. Am. Econ. Rev.
89:306–18

Camerer CF, Loewenstein G, Rabin M, eds. 2003. Advances in Behavioral Economics. Princeton, NJ: Princeton
Univ. Press

Cameron LA. 1999. Raising the stakes in the ultimatum game: experimental evidence from Indonesia. Econ.
Inq. 37:47–59

Carpenter JP, Daniere AG, Takahashi LM. 2004. Cooperation, trust, and social capital in Southeast Asian
urban slums. J. Econ. Behav. Organ. 55:533–51

Charness G, Rabin M. 2002. Understanding social preferences with simple tests. Q. J. Econ. 117:817–69
Chen MK, Lakshminarayanan V, Santos LR. 2006. How basic are behavioral biases? Evidence from capuchin

monkey trading behavior. J. Polit. Econ. 114:517–37
Chong D, Druckman JN. 2007. Framing theory. Annu. Rev. Polit. Sci. 10:103–26
Clark AE, Frijters P, Shields MA. 2008. Relative income, happiness, and utility: an explanation for the Easterlin

paradox and other puzzles. J. Econ. Lit. 46:95–144
Clark J, Friesen L. 2009. Overconfidence in forecasts of own performance: an experimental study. Econ. J.

119:229–51
Coricelli G, Nagel R. 2009. Neural correlates of depth of strategic reasoning in medial prefrontal cortex. Proc.

Natl. Acad. Sci. USA 106:9163–68
Costa-Gomes MA, Crawford VP. 2006. Cognition and behavior in two-person guessing games: an experi-

mental study. Am. Econ. Rev. 96:1737–68
Cronk L. 2007. The influence of cultural framing on play in the trust game: a Maasai example. Evol. Hum.

Behav. 28:352–58
Dawes RM, McTavish J, Shaklee H. 1977. Behavior, communication, and assumptions about other people’s

behavior in a commons dilemma situation. J. Pers. Soc. Psychol. 35:1–11
Dawes RM, Orbell JM, Simmons RT, Vandekragt AJC. 1986. Organizing groups for collective action. Am.

Polit. Sci. Rev. 80:1171–85
DellaVigna S. 2009. Psychology and economics: evidence from the field. J. Econ. Lit. 47:315–72
Druckman JN. 2004. Political preference formation: competition, deliberation, and the (ir)relevance of framing

effects. Am. Polit. Sci. Rev. 98:671–86
Druckman JN, Lupia A. 2000. Preference formation. Annu. Rev. Polit. Sci. 3:1–24
Druckman JN, McDermott R. 2008. Emotion and the framing of risky choice. Polit. Behav. 30:297–321
Dufwenberg M, Kirchsteiger G. 2004. A theory of sequential reciprocity. Games Econ. Behav. 47:268–98
Eckel CC, El-Gamal M, Wilson RK. 2009. Risk loving after the storm: a Bayesian-network study of Hurricane

Katrina evacuees. J. Econ. Behav. Organ. 69:110–24
Eckel CC, Fatas E, Wilson RK. 2010. Cooperation and status in organizations. J. Public Econ. Theory 12:737–62
Eckel CC, Grossman P. 1996. Altruism in anonymous dictator games. Games Econ. Behav. 16:181–91
Eckel CC, Grossman PJ. 2001. Chivalry and solidarity in ultimatum games. Econ. Inq. 39:171–88
Eckel CC, Wilson RK. 2007. Social learning in coordination games: Does status matter? Exp. Econ. 10:317–29
Eckel CC, Wilson RK. 2008. Initiating trust: the conditional effects of sex and skin shade among strangers. Work.

Pap., Dep. Polit. Sci., Rice Univ., Houston, TX
Elster J. 1998. Emotions and economic theory. J. Econ. Lit. 36:47–74
Engle C. 2010. Dictator games: a meta study. Work. pap., Max Planck Inst. Res. Collective Goods, Bonn, Ger.
Engelmann D, Strobel M. 2004. Inequality aversion, efficiency, and maximin preferences in simple distribution

experiments. Am. Econ. Rev. 94:857–69
Fehr E, Gächter S. 2000. Fairness and retaliation: the economics of reciprocity. J. Econ. Perspect. 14:159–81
Fehr E, Goette L. 2007. Do workers work more if wages are high? Evidence from a randomized field

experiment. Am. Econ. Rev. 97:298–317
Fehr E, Schmidt KM. 1999. A theory of fairness, competition and cooperation. Q. J. Econ. 114:817–68
Fong CM. 2007. Evidence from an experiment on charity to welfare recipients: reciprocity, altruism and the

empathic responsiveness hypothesis. Econ. J. 117:1008–24

220 Wilson

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14CH10-Wilson ARI 11 April 2011 12:24

Forsythe R, Horowitz JL, Savin NE, Sefton M. 1994. Fairness in simple bargaining experiments. Games Econ.
Behav. 6:347–69

Fowler JH. 2006. Altruism and turnout. J. Polit. 68:674–83
Fowler JH, Kam CD. 2007. Beyond the self: social identity, altruism, and political participation. J. Polit.

69:813–27
Frank R. 1988. Passions Within Reason: The Strategic Role of the Emotions. New York: W.W. Norton
Frederick S, Loewenstein G, O’Donoghue T. 2002. Time discounting and time preference: a critical review.

J. Econ. Lit. 40:351–401
Fudenberg D. 2006. Advancing beyond advances in behavioral economics. J. Econ. Lit. 44:694–711
Fudenberg D, Levine DK. 2006. A dual-self model of impulse control. Am. Econ. Rev. 96:1449–76
Grether DM, Plott CR. 1979. Economic theory of choice and the preference reversal phenomenon. Am. Econ.

Rev. 69:623–38
Gul F, Pesendorfer W. 2001. Temptation and self-control. Econometrica 69:1403–35
Guth W, Schmittberger R, Schwartze B. 1982. An experimental analysis of ultimatum bargaining. J. Econ.

Behav. Organ. 3:367–88
Habyarimana J, Humphreys M, Posner DN, Weinstein JM. 2009. The Co-Ethnic Advantage: Diversity and the

Impediments to Collective Action. New York: Russell Sage Found.
Harbaugh WT, Krause K, Vesterlund L. 2001. Are adults better behaved than children? Age, experience and

the endowment effect. Econ. Lett. 70:175–81
Harrison GW. 2005. Advances in behavioral economics. J. Econ. Psychol. 26:793–95
Harrison GW, Rutstrom EE. 2009. Expected utility theory and prospect theory: one wedding and a decent

funeral. Exp. Econ. 12:133–58
Henrich J, Boyd R, Bowles S, Camerer C, Fehr E, et al. 2001. Cooperation, reciprocity and punishment in

fifteen small-scale societies. Am. Econ. Rev. 91:73–78
Henrich J, Gil-White FJ. 2001. The evolution of prestige: freely conferred deference as a mechanism for

enhancing the benefits of cultural transmission. Evol. Hum. Behav. 22:165–96
Hibbing JR, Alford JR. 2004. Accepting authoritative decisions: humans as wary cooperators. Am. J. Polit. Sci.

48:62–76
Ho T-H, Camerer C, Weigelt K. 1998. Iterated dominance and iterated best response in experimental

“p-beauty contests.” Am. Econ. Rev. 88:947–69
Hoffman E, McCabe K, Shachat K, Smith VL. 1994. Preference, property rights and anonymity in bargaining

games. Games Econ. Behav. 7:346–80
Huddy L, Feldman S, Taber C, Lahav G. 2005. Threat, anxiety, and support of anti-terrorism policies. Am.

J. Polit. Sci. 49:610–25
Isaac RM, Walker JM. 1988. Group size effects in public goods provision: the voluntary contributions mech-

anism. Q. J. Econ. 103:179–99
Isaac RM, Walker JM, Thomas SH. 1984. Divergent evidence on free riding: an experimental examination of

possible explanations. Public Choice 43:113–49
Johnson ND, Mislin A. 2008. Cultures of kindness: a meta-analysis of trust game experiments. In SSRN (Soc.

Sci. Res. Netw.), George Mason Univ.
Jones BD. 1999. Bounded rationality. Annu. Rev. Polit. Sci. 2:297–321
Kagel JH, Roth AE, eds. 1995. The Handbook of Experimental Economics. Princeton, NJ: Princeton Univ. Press
Kahneman D, Knetsch JL, Thaler RH. 1986. Fairness and the assumptions of economics. J. Bus. 59:285–300
Kahneman D, Knetsch JL, Thaler RH. 1990. Experimental tests of the endowment effect and the Coase

theorem. J. Polit. Econ. 98:1325–48
Kahneman D, Knetsch JL, Thaler RH. 1991. Anomalies: the endowment effect, loss aversion, and status quo

bias. J. Econ. Perspect. 5:193–206
Kahneman D, Tversky A. 1979. Prospect theory: an analysis of decision under risk. Econometrica 47:263–91
Karlan D. 2005. Using experimental economics to measure social capital and predict financial decisions. Am.

Econ. Rev. 95:1688–99
Khalil EL, ed. 2009. The New Behavioral Economics. Northampton, MA: Edward Elgar
Knetsch JL, Sinden JA. 1984. Willingness to pay and compensation demanded: experimental evidence of an

unexpected disparity in measures of value. Q. J. Econ. 99:507–21

www.annualreviews.org • Behavioral Economics in Political Science 221

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14CH10-Wilson ARI 11 April 2011 12:24

Koenigs M, Tranel D. 2007. Irrational economic decision-making after ventromedial prefrontal damage:
evidence from the ultimatum game. J. Neurosci. 27:951–56

Kosfeld M, Heinrichs M, Zak P, Fischbacher U, Fehr E. 2005. Oxytocin increases trust in humans. Nature
435:673–76

K´́oszegi B, Rabin M. 2006. A model of reference-dependent preferences. Q. J. Econ. 121:1133–65
Laibson D. 1997. Golden eggs and hyperbolic discounting. Q. J. Econ. 112:443–77
Laibson D, Zeckhauser R. 1998. Amos Tversky and the ascent of behavioral economics. J. Risk Uncertainty

16:7–47
Ledyard JO. 1995. Public goods: a survey of experimental research. See Kagel & Rother 1995, pp. 111–94
Levine D. 1998. Modeling altruism and spitefulness in experiments. Rev. Econ. Dyn. 1:593–622
Levine DK, Palfrey TR. 2007. The paradox of voter participation? A laboratory study. Am. Polit. Sci. Rev.

101:143–58
Levy JS. 2003. Applications of prospect theory to political science. Synthese 135:215–41
List JA. 2003. Does market experience eliminate market anomalies? Q. J. Econ. 118:41–71
Loomes G, Starmer C, Sugden R. 2010. Preference reversals and disparities between willingness to pay and

willingness to accept in repeated markets. J. Econ. Psychol. 31:374–87
Luce RD, Raiffa H. 1957. Games and Decisions. New York: John Wiley & Sons
Marcus GE. 2000. Emotions in politics. Annu. Rev. Polit. Sci. 3:221–50
Marwell G, Ames RE. 1979. Experiments on the provision of public goods. I: Resources, interest, group size

and the free-rider problem. Am. J. Sociol. 84:1335–60
Mathur LK, Mathur I, Rangan N. 1997. The wealth effects associated with a celebrity endorser: the Michael

Jordan phenomenon. J. Adv. Res. 37:67–73
McClure SM, Laibson DI, Loewenstein G, Cohen JD. 2004. Separate neural systems value immediate and

delayed monetary rewards. Science 306:503–7
McDermott R. 2001. The psychological ideas of Amos Tversky and their relevance for political science.

J. Theor. Polit. 13:5–33
McDermott R. 2004. Prospect theory in political science: gains and losses from the first decade. Polit. Psychol.

25:289–312
McDermott R, Fowler JH, Smirnov O. 2008. On the evolutionary origin of prospect theory preferences.

J. Polit. 70:335–50
McKelvey RD, Palfrey TR. 1992. An experimental study of the centipede game. Econometrica 60:803–36
Mercer J. 2005. Prospect theory and political science. Annu. Rev. Polit. Sci. 8:1–21
Naef M, Fehr E, Fischbacher U, Schupp J, Wagner GG. 2009. Decomposing trust: explaining national and ethnic

trust differences. Work. Pap., Inst. Empir. Res. Econ., Univ. Zurich
Nagel R. 1995. Unraveling in guessing games: an experiment study. Am. Econ. Rev. 85:1313–26
Niederle M, Vesterlund L. 2010. Explaining the gender gap in math test scores: the role of competition.

J. Econ. Perspect. 24:129–44
O’Neill B. 2001. Risk aversion in international relations theory. Int. Stud. Q. 45:617–40
Olson M. 1965. The Logic of Collective Action: Public Goods and the Theory of Groups. Cambridge, MA: Harvard

Univ. Press
Orbell JM, Schwartz-Shea P, Simmons RT. 1984. Do cooperators exit more readily than defectors? Am. Polit.

Sci. Rev. 78:147–62
Ostrom E. 1998. A behavioral approach to the rational choice theory of collective action. Am. Polit. Sci. Rev.

92:1–22
Ostrom E. 2000. Collective action and the evolution of social norms. J. Econ. Perspect. 14:137–58
Ostrom E, Gardner R, Walker J. 1994. Rules, Games and Common-Pool Resources. Ann Arbor: Univ. Mich. Press
Oxley DR, Smith KB, Alford JR, Hibbing MV, Miller JL, et al. 2008. Political attitudes vary with physiological

traits. Science 321:1667–70
Patty JW. 2006. Loss aversion, presidential responsibility, and midterm congressional elections. Elect. Stud.

25:227–47
Pesendorfer W. 2006. Behavioral economics comes of age: a review essay on Advances in Behavioral Economics.

J. Econ. Lit. 44:712–21

222 Wilson

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14CH10-Wilson ARI 11 April 2011 12:24

Quattrone G, Tversky A. 1988. Contrasting rational and psychological analyses of political choice. Am. Polit.
Sci. Rev. 82:719–36

Rabin M. 1993. Incorporating fairness into game theory and economics. Am. Econ. Rev. 83:1281–302
Roth AE, Prasnikar V, Okuno-Fujiwara M, Zamir S. 1991. Bargaining and market behavior in Jerusalem,

Ljubljana, Pittsburgh, and Tokyo: an experimental study. Am. Econ. Rev. 81:1068–95
Sally D. 1995. Conversation and cooperation in social dilemmas: a meta-analysis of experiments from 1958 to

1992. Rationality Soc. 7:58–92
Sanfey AG, Rilling JK, Aronson JA, Nystrom LE, Cohen JD. 2003. The neural basis of economic decision-

making in the ultimatum game. Science 300:1755–58
Sell J, Wilson RK. 1991. The effects of signaling on the provision of public goods. Soc. Forces 70:107–24
Smith KB. 2006. Representational altruism: the wary cooperator as authoritative decision maker. Am. J. Polit.

Sci. 50:1013–22
Starmer C. 2000. Developments in non-expected utility theory: the hunt for a descriptive theory of choice

under risk. J. Econ. Lit. 38:332–82
Svenson O. 1980. Are we all less risky and more skillful than our fellow drivers? Acta Psychol. 74:143–48
Thaler RH. 1988. The ultimatum game. J. Econ. Perspect. 2:195–206
Thaler RH, Sunstein CR. 2009. Nudge: Improving Decisions About Health, Wealth, and Happiness. New York:

Penguin Books
Tversky A, Kahneman D. 1981. The framing of decisions and the psychology of choice. Science 211:453–58
Webster MJ, Hysom SJ. 1998. Creating status characteristics. Am. Sociol. Rev. 63:351–78
Whitt S, Wilson RK. 2007a. The dictator game, fairness and ethnicity in postwar Bosnia. Am. J. Polit. Sci.

51:655–68
Whitt S, Wilson RK. 2007b. Public goods in the field: Katrina evacuees in Houston. South. Econ. J. 74:377–87
Wilson RK. 1986. Forward and backward agenda procedures: committee experiments on structurally induced

equilibrium. J. Polit. 48:390–409
Wilson RK, Eckel CC. 2006. Judging a book by its cover: beauty and expectations in the trust game. Polit.

Res. Q. 59:189–202
Wilson RK, Eckel CC. 2011. Trust and social exchange. In Cambridge Handbook of Experimental Political Science,

ed. JN Druckman, DP Green, JH Kuklinski, A Lupia. Boston: Cambridge Univ. Press. In press
Wilson RK, Pearson A. 1987. Evidence of sophisticated voting in a committee setting: theory and experiments.

Qual. Quantity 21:255–73
Wilson RK, Sell J. 1997. “Liar, liar. . .”: Cheap talk and reputation in repeated public goods settings. J. Confl.

Resolut. 41:695–717
Xiao E, Houser D. 2005. Emotion expression in human punishment behavior. Proc. Natl. Acad. Sci. USA

102:7398–401

www.annualreviews.org • Behavioral Economics in Political Science 223

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14-frontmatter ARI 11 April 2011 17:22

Annual Review of
Political Science

Volume 14, 2011Contents

A Life in Political Science
Sidney Verba � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � i

Leadership: What It Means, What It Does, and What We Want to
Know About It
John S. Ahlquist and Margaret Levi � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 1

Examining the Electoral Connection Across Time
Jamie L. Carson and Jeffery A. Jenkins � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �25

Presidential Appointments and Personnel
David E. Lewis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �47

Understanding the 2007–2008 Global Financial Crisis: Lessons for
Scholars of International Political Economy
Eric Helleiner � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �67

Presidential Power in War
William G. Howell � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �89

The Politics of Regulation: From New Institutionalism to New
Governance
Christopher Carrigan and Cary Coglianese � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 107

The New Judicial Politics of Legal Doctrine
Jeffrey R. Lax � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 131

The Rhetoric Revival in Political Theory
Bryan Garsten � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 159

The Rhetoric of the Economy and the Polity
Deirdre Nansen McCloskey � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 181

The Contribution of Behavioral Economics to Political Science
Rick K. Wilson � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 201

The Causes of Nuclear Weapons Proliferation
Scott D. Sagan � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 225

Network Analysis and Political Science
Michael D. Ward, Katherine Stovel, and Audrey Sacks � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 245

v

A
nn

u.
 R

ev
. P

ol
it.

 S
ci

. 2
01

1.
14

:2
01

-2
23

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

M
ar

yl
an

d 
- 

C
ol

le
ge

 P
ar

k 
on

 1
0/

22
/1

8.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



PL14-frontmatter ARI 11 April 2011 17:22

The Big Five Personality Traits in the Political Arena
Alan S. Gerber, Gregory A. Huber, David Doherty, and Conor M. Dowling � � � � � � � � � � 265

Clientelism
Allen Hicken � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 289

Political Economy Models of Elections
Torun Dewan and Kenneth A. Shepsle � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 311

Modeling Dynamics in Time-Series–Cross-Section Political
Economy Data
Nathaniel Beck and Jonathan N. Katz � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 331

Voting Technologies
Charles Stewart III � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 353

Indexes

Cumulative Index of Contributing Authors, Volumes 10–14 � � � � � � � � � � � � � � � � � � � � � � � � � � � 379

Cumulative Index of Chapter Titles, Volumes 10–14 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 381

Errata

An online log of corrections to Annual Review of Political Science articles may be found
at http://polisci.annualreviews.org/
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